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1, SAM overview
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• 1+ billion masks
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• SAM 1B dataset.



1, SAM overview

SAM - Prompt-based segmentation model.



1, SAM overview

Strong Points:
- An easy to use interactive segmentation tool. 
- Generalization ability with various visual prompts.
- SAM-1B dataset can used for community.
- Multi-granularity masks.

Problems:
- No semantic information.
- Not efficient and cannot used on device.
- No temporal association. 
- Scale variance problem.
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2, Edge-SAM

Current solutions for efficient SAM models:

1, Training a interactive model using SAM-1B data.
 Eg: FastSAM

2, Distillation on the smaller encoder.
 Eg: MobileSAM

3, Combine 1 and 2 together. 
 Eg: Efficient-SAM



2, Edge-SAM

YOLACT + Rule-Based Selection
Train on 10% SA-1B

FastSAM



2, Edge-SAM

Feature distillation on SAM 
encoder. (Mobile-SAM)

Knowledge Guided Mask Image 
Modeling Pre-train and then 
finetuning.  (Efficient-SAM)



2, Edge-SAM

Our Goals:

1, Faster and Accurate. (real-time)

2, Running on real device. Such as 
iPhone

3, Explore interactive property of 
SAM decoder.



2, Edge-SAM

The first stage：Feature Distillation Choose lightweight backbone



2, Edge-SAM
Add prompts during the distillation.
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3, Open-Vocabulary SAM

CLIP: Learning Transferable Visual Models From Natural Language Supervision 

SAM cannot recognize and 
label selected objects!

One Simple Solution:
     Combine VLMs, such as CLIP.



3, Open-Vocabulary SAM
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3, Open-Vocabulary SAM

Problems:

Problem-1：Two independent backbones. 
(Need extra costs).

Problem-2：Two different knowledge 
distribution. (CLIP vs SAM)

Problem-3：Smaller object recognition.

Problem-4：How to scale up the data using 
combined SAM and CLIP models?
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3, Open-Vocabulary SAM

One visual backbone, using CLIP ->Problem-1 



3, Open-Vocabulary SAM

SAM2CLIP: Transfer SAM Knowledge to CLIP

We explore one transformer architecture for adapting SAM’s knowledge to CLIP. -> Problem-2



3, Open-Vocabulary SAM

CLIP2SAM: Transfer CLIP Knowledge to SAM decoder.

We explore combined CLIP features and RoI-Align operation. Problem-3.

We explore merged dataset co-training: imagenet,coco,lvis,v3det. Problem-4.



3, Open-Vocabulary SAM

Open-Vocabulary SAM performance



3, Open-Vocabulary SAM

OVSAM vs Open-Vocabulary Segmentation 
Methods

OVSAM vs SAM

Scale-up Training
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4, OMG-Seg

OMG-Seg: Is One Model Good Enough For
All Segmentation?

CVPR-2024

A Baseline of One  Model For Segmentation Tasks. 



4, OMG-Seg
Single Expert Models

ASPP: Deeplab v3+ (ECCV-2018) PPM: PSPNet (CVPR-2017) Mask R-CNN-ICCV-2017

CondInst-ECCV-2020Panoptic Segmentation-CVPR-2019



4, OMG-Seg
Unified Models For Image and Video Segmentation

Mask2Former-CVPR-2022 Tube-Link-ICCV-2023Max-Deeplab-CVPR-2021



Partially Unified Models

X-Decoder-CVPR-2023

4, OMG-Seg



Partially Unified Models
Semantic-SAM, arxiv-23-7-10

4, OMG-Seg



Partially Unified Models
TarViS-CVPR-2023

4, OMG-Seg



General Visual Models Images Speak in Images: A Generalist Painter for In-Context 
Visual Learning, CVPR-2023

4, OMG-Seg



Summary

1, Visual segmentation problems are traditionally tackled by distinct or partially unified models.

2, Unified Image / Video / Open-Vocabulary / Interactive Models are proposed, most of them are 
foundation models. No works combine them all.

3, The performance gaps are large between vision generalist and segmentation experts. 

4, Is there one model to solve all these task with extremely parameter saving and handcraft saving?

The OMG-Seg logo is generated by DALLE-3.

OMG-Seg is all your need!!

4, OMG-Seg



- One shared model for all segmentation.

- Good enough performance on various 
segmentation tasks and datasets.

- Enable task association and sharing.

- Enable open-vocabulary and interactive 
segmentation.

- The first work to unify image, video, open-
vocabulary and interactive segmentation in one 
share model.

Key Features:

4, OMG-Seg



How Do we perform Unified Task Representation

1, Image Segmentation:

2, Video Segmentation:

3, Interactive Segmentation:. 

4, Open-Vocabulary and Multi-Dataset Segmentation:

1, Decoder -> Cross Attention.

2, Query Representation -> Each Entity.

3, Classification -> Mask Classification.

4, Instance Matching -> Match 
Tube/Stuff/Thing Masks.

4, OMG-Seg



Unified Task Representation

1, Image Segmentation: one query -> one mask and one label. 

2, Video Segmentation: one query -> one tube mask, one tube label and one ID.

3, Interactive Segmentation: one visual prompt -> one query -> one mask. 

4, Open-Vocabulary and Multi-Dataset Segmentation: replace the class label into CLIP text embedding and 
adopt frozen CLIP visual backbone.

4, OMG-Seg

Put them all together in one model!



4, OMG-Seg



1, Simple Encoder and Pixel Decoder as Mask2Former.

2, Adopt the frozen CLIP backbone.

3, Location Queries and Semantic Queries are used as input of shared decoder.

4, The Decoder decode image masks, tube masks, binary masks, and image labels according to the queries’ tasks. 

4, OMG-Seg



5, The CLIP text embeddings are used to supervise the classification to avoid label conflicts.

6, For open-vocabulary inference, we also adopt fused CLIP visual features score and learned text score to achieve 
better zero-shot classification.

7, For video instance, we adopt query embedding itself for association. 

8, For interactive mode,  we directly output binary mask as SAM.

4, OMG-Seg



Training:

We jointly co-training the image/video data in one shot. Two mages are treated as one clips. 

Inference:

We inference each task and datasets according to different prompts and class embeddings.

4, OMG-Seg
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4, OMG-Seg

Video Demo.
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5, Close Related Works.

SAM: scale problems on high-resolution segmentation.

Scalable Bias-mode Attention Mask (BA-SAM)
• New Scaling Factor (Left)
• Bias-Mode Attention Mask (Right)

CVPR-2024



5, Close Related Works.



5, Close Related Works.

1, New tasks: Real-Time All-Purpose Segmentation. 

2, SAM-like model but using a convolution encoder 
and dynamic  convolution decoder.

3, SOTA performance on speed and accuracy trade-off.



5, Close Related Works.

1, Unify the all object centered datasets and tasks in one 
training format.  

2, Train one transformer model on such format.

3, SOTA performance.



5, Close Related Works.



5, Summary

Future Work Direction:

1,  Scale up model training with SAM-1B datasets. 

2,  Unify generation model and segmentation model.

3,  Combining SAM-Like model with LLMs. 

Summary:

1, Unified architecture for multiple datasets and tasks is one research trend. 

2, Efficient modeling for SAM need specific designs.  

3, Knowledge transfer and combination of foundation models are important for downstream application.



5, Summary and Q & A

Welcome to start and use it.

Our code and models are available to the community.

OMG-Seg Edge-SAM OV-SAM BA-SAM RAP-SAM
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