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Understanding Video

1, Video data are increasing today!

2, Understanding the video contents and mining the instance-wised 
information are the core computer vision tasks.



Understanding Video

3, Compare to image understanding task,  video tasks have more problems, 
including motion/occlusion/video consistency.

4, Rather action recognition, We focus on pixel-level video scene 
understanding tasks, including segmentation, detection and tracking. 



Understanding Video

视频目标检测 Video Object Detection:

1. detect each object in the video. 

2. explore temporal detection consistency 
without considering their ID. 

imagenet VID dataset



Understanding Video

视频语义分割 Video Semantic Segmentation:

1. classifies each pixel in an image into a certain class along the video. 

2. explore the temporal segmentation consistency. 

Cityscape dataset VSPW dataset



Understanding Video

视频实例分割 Video Instance Segmentation:

1. segment and track foreground object in pixel level.

2. explore the temporal consistency and instance ID consistency.

3. more complex than image instance segmentation because it needs to handle object motion, 
changes in appearance, occlusions, and the temporal consistency of labels across frames.

Youtube-VIS OVIS



Understanding Video

视频全景分割 Video Panoptic Segmentation

1. identify and classify every pixel in every frame of a video sequence and maintain the identities of 
instances (individual objects) across the different frames.

2. is a complex task due to the need to handle motion, changes in appearance, occlusions, and maintaining 
temporal consistency of labels across frames.

KITTI-STEP

VIP-Seg
VPSNet



Understanding Video

Semantic Segmentation -> Instance 
Segmentation -> Panoptic Segmentation.

SS -> IS -> PS

Video Segmentation -> Video Instance 
Segmentation -> Video Panoptic Segmentation 

VSS -> VIS -> VPS

1. Transformer-Based Visual Segmentation: A Survey, arxiv, 2023.
2. Largescale video panoptic segmentation in the wild: A benchmark, CVPR-2022.



Four Research Works

1, TransVOD:  End-to-End Video Object Detection with Spatial-Temporal Transformers. 
(Video Object Detection), TPAMI-2022

2, PolyphonicFormer : Unified Query Learning for Depth-aware Video Panoptic Segmentation, 
ECCV-2022 

3, Video K-Net: A Simple, Strong, and Unified Baseline for Video Segmentation (Video Panoptic 
Segmentation, online), CVPR-2022

4, Tube-Link: A Flexible Cross Tube Baseline for Universal Video Segmentation

(Universal Video Segmentation, semi-online), ICCV-2023



TransVOD:End-to-End Video Object Detection with 
Spatial-Temporal Transformers

Qianyu Zhou1*, Xiangtai Li2*(project leader), Lu He1*, Yibo Yang3, Guangliang Cheng4, 
Yunhai Tong2,  Shouhong Ding1, Lizhuang Ma1, Dacheng Tao

1. Shanghai Jiao Tong University, China;  2. Peking University, China;
3. Sensetime Research, China 4. JD Explore Academy, China; 

ACM-MM-2021/ IEEE-TPAMI-2023 



Previous VOD Methods

FGFA (ICCV-2017) High Performance VOD (CVPR-2018)



Previous VOD Methods

MEGA (CVPR-2020)

MEGA (CVPR-2020)



TransVOD, TransVOD++, TransVOD Lite (TPAMI-2023)

Motivation

Motivation and Goals:

1,  Current solutions for VOD contains multiple components, including sequential NMS and 

multiple frame fusing. 

2,  Extending simple DTER-like detectors to the video domain is necessary. 



TransVOD, TransVOD++, TransVOD Lite (TPAMI-2023)

Motivation

3,  Streamline the pipeline of VOD based on spatial-temporal Transformers.

4,  View VOD as a sequence-to-sequence task with Transformers.



TransVOD:

1, Temporal Query Enocder: Encode temporal object information in the encoder. 

2, Temporal Deformable Transformer Encoder: Encode feature level information in the encoder.

3, Temporal Deformable Transformer Decoder: Fuse the multiple object in the decoder.

Method



Method

TransVOD++:

1, Query and RoI Fusion. Fuse object-level information into object query 

2, Hard Query Mining: Mining the hardest query via auxiliary loss in each TDTD.



TransVOD Lite: 
1, Direct Multiple Frame Prediction: take multiple frames as inputs and obtain multiple  frame 
results simultaneously in a temporal window.
2, Sequential Hard Query Mining: to mine the hardest query for a video clip.

Method



Experiment Results

1, Considerable performance using ResNet50.

2, The first method achieves over 90% mAP on ImageNet-VID dataset.



Experiment Results
1, Perform well on the cases with motion blur, occlusion. 

2, Fast inference on GPU. Detect the missing objects in the video. 



What are the Nexts?

1, Boxes are coarse representations of objects. 

2, Missing background context. 

3, ImageNet VID datasets are less challenging with introduce of vision transformer.

Next, we focus on video segmentation and tracking tasks are more challenging.



VSPW: A Large-scale Dataset for Video Scene Parsing in the Wild CVPR-2021

TCBNet:

1. Focus on spatial-Temporal global context modeling. 

2. Design two different temporal fusion methods: Spatial-temporal OCR and Spatial-temporal PPM from two 
different image segmentation baseline, OCR-Net and PSPNet.

Video Consistency Metric



Coarse-to-Fine Feature Mining for Video Semantic Segmentation, CVPR-2022

CFFM:

1. Coarse-to-Fine Feature Assembling: assemble local frame features via different kernels. 

2. Cross-Frame Feature Mining: fuse the cross frame features via multi-head non-self attention.



Mask Propagation:

1, use DCN + instance-wised attention to fuse instance-wised feature in each frame.

2, Design the High Resolution Refinement to generate fine-grained masks in each frame.

CVPR-2020



End-to-End Video Instance Segmentation with Transformers, CVPR-2021

1. First transformer-based video instance segmentation.

2. Treat each instance as tracked query. No extra tracking process is needed.

3. Use 3D conv and DCN for post-process each tube instance masks. 



Vita: Video instance segmentation via object token association, NeurIPS-2022

1, An extra offline fusion method to fuse image segmenter results in each frame.

2, Introduce the video to associate and fuse object tokens from each frame.

3, VITA plays as post-process for VIS.



stoa baseline:
   UPSNet + masktrack rcnn head  
+ Balanced FPN

Fuse at Pixel Level

Extra Neck:
Align and Atten across the balanced feature pyramid

1, Align: Flownet2 to warp feature 
and refine via deep feature flow (inner lite flow net)

2, Atten: 
spatial-temporal attention to reweight the features

(high computation cost)Track at Object Level

Training:
Difference: ROI features are enhanced via temporal fusion module.

Inference:
additional cue from the panoptic head: the IoU of things logits.

Video Panoptic Segmentation CVPR-2020



1Peking University, 2S-Lab, Nanyang Technological University, 3The Chinese University of Hong Kong, 
4SenseTime Research, 5Shanghai AI Laboratory

CVPR-2022 (oral)



Motivation

The problems of current Video Panoptic Segmentation (VPS):

1. Complex and  hand-crafted Pipeline for VPS.

2. Need the post process or offline tracking.

3. Need optical flow learning and warping. 

4. Tackle the segmentation and tracking with specific task head.

Fig.1 Current Solution For Video Panoptic Segmentation (VPS)

Is there any simpler solution  for VPS? 



The problems of other Video Segmentation Tasks:

1. Different Tasks have different solutions including specific design. Such as Optical Flow Warping or 
Clip-Level Transformer.

2. Video Semantic Segmentation (VSS): no instance tracking.

3. Video Instance Segmentation (VIS): no background context.

Fig.2 Current Video Segmentation Tasks. (Fig from A Survey on Deep Learning Technique for Video Segmentation)

Is there one general model to solve all video segmentation tasks including VPS, VIS and 
VSS? 



MaskFormer and K-Net Unified Segmentation Framework.

DETR (ECCV-2020)
Why K-Net?

1. More Computation efficiency.
2. Faster Convergence.
3. Stronger Results.



Revisiting K-Net

1, Universal segmenter. 

2, Use learned kernel for updating corresponding 
features. 

3, Propose the kernel update head to dynamically 
update learned kernel.



Revisiting K-Net

Kernel Update Head as Cross Attention:

Each kernel (query) is updated via combing corresponding instance/stuff 
masked features and dynamic convolution. 



We first perform toy experiment where we find the origin K-Net 
itself can achieve good tracking results and even better than 
specific Tracker.

Motivation



Motivation

Conclusion and take away message:

1，Simple Kernel-based Segmenter itself is good mask tracker.

2，How to improve such tracking ability?

1. Temporal feature fusion. 

2.  More consistent instance association. 

3.  Directly link the kernel. 

Each kernel corresponds to one thing mask.



Method

 Learning the Kernel Association Embedding

      We propose to learn the kernel association embedding on thing kernels.

      v kernels in key frame are matched with k kernels (𝐤𝐤+ positative, 
𝐤𝐤− negative) in reference frames via  a  temporal contrastive loss 



Method

 Learning to Link Kernels.

     We force to link the kernels along tracking heads for thing 
kernel via MSHA to learn the correspondence within thing kernels.

 Learning to Fuse Kernels.

     We propose to fuse the kernel at the last stage of K-Net via 
kernel update to improve temporal segmentation consistency.

 Generation to VSS and VIS

For VSS: We remove the tracking branch.

For VIS:  We remove online tracking and use 
mean kernels to represent each object in one clip. 



Experiment Results

We perform ablation studies on KITTI-STEP validation set.



Experiment Results

New state-of-the art results on VPS datasets. Table.2 and Table.3 

Best performance and GFlops Trade-off 

on KITTI-STEP (a) and Cityscapes VPS (b).
Visual Improvements over K-Net baseline. 



Video Results

Long term segmentation and tracking results on STEP dataset.

Short term segmentation and tracking results on Cityscapes VPS dataset.



Visual Results of Video K-Net on Youtube-VIS-2019 validation set. 
Top: input images. Bottom: Predicted Mask. 
The same color represents the same instance

Video Results
Considerable results on VSS and VIS datasets. (Table-4 on VSPW and Table-5 on YouTube-VIS)



Related Works

IDOL: In Defense of Online Models for Video 
Instance Segmentation, ECCV-2022

MinVIS: A Minimal Video Instance Segmentation
Framework without Video-based Training, NeurIPS-2022



What are the Nexts?

1, Missing multiple frame information. 

2, Segmentation quality is still not good enough.

Motivated by recent near-online approach, we propose Tube-Link.



Tube-Link: A Flexible Cross Tube Baseline for 
Universal Video Segmentation

Xiangtai Li Jiangmiao Pang Chen Change LoyGuangliang Cheng Wenwei ZhangHaobo Yuan

ICCV-2023



-Video Segmentation: Video Semantic Segmentation (VSS), Video Instance Segmentation (VIS), Video 
Panoptic Segmentation (VPS)

-However, most approaches solve these tasks using specific architectures.

(VSS-VSPW) (VIS-Youbue-VIS) (VPS-KITTI-STEP)

Background



Background

CFFM For VSS SLOT-VPS For VPS

Seqformer For VIS

IDOL For VIS



Motivation

Video K-Net-CVPR-2022 TubeFormer-CVPR-2022



Motivation
Questions: 

- Recently, A more challenging VPS dataset VIP-Seg is introduced, which brings more challenges.

- The performance issue of Universal Video Segmentation 

- Eg: Both Video K-Net and TubeFormer cannot achieve better results on VIS datasets.
- VIS methods cannot generalize to VPS and VSS.

- There should be a trade-off on online and nearly online approaches to support more diverse video inputs.

Is there any architecture or meta-architecture to solve these problems?



Motivation

Our Contributions

- In this work, we introduce a nearly-online approach, named Tube-Link.

- The key insight to explore the cross tube association rather than cross frame.

- Based on Mask2Former-VIS, our framework is flexible and support three different video 
segmentation tasks



Method

Our Contributions

- In this work, we introduce a nearly-online approaches named Tube-Link.

- The key insight to explore the cross tube association rather than cross frame.

- Based on Mask2Former-VIS, our framework is flexible and support three different video segmentation tasks



Method

What we done:
-Use Tube-wised matching to replace the Frame-wised matching. 

What we find:
-We find that using cross tube matching achieves better results even without re-training.

Motivation:
-The findings motivate us to explore cross tube relation in temporal.

Universal Video Segmentation Formation:

From definition of VPS task, 

We formulate universal video segmentation as 
linking short tracked tube. 



2, Learning Cross Tube Relations:

-2.1 Cross-Tube Linking-> Directly Learn the Relation Of 
Global Queries.

-2.2 Cross-Tube Temporal Contrastive Learning-> Learn the 
contrastive query association via the tube-masks. 

1, We adopt extended Mask2Fomer-VIS as strong baseline

In particular, we add stuff queries to adapt such architecture for VSS and VPS. 

Method



Training:
We perform tube-wised training for segmentation loss and cross-tube training for tracking loss.

Inference:
We perform tube-wised matching for VPS/VIS tasks.

Method



1, Add Temporal Contrastive Learning and Cross-Tube Linking (CTL) improve the performance. 

2, The global query work better than sparse sampled query from each frame. 

3, Tube-mask as association target.

Experiment Results



New SOTA results on VSS/VIS/VPS using one architecture/solution.

Experiment Results



Visual Comparison
Mask2Former-VIS Tube-Link Difference Maps

Video K-Net+ Tube-Link Video K-Net+ Tube-Link



Summary 

1, TransVOD: solve the video object detection problems.

2, Video K-Net: unify VPS subtasks via kernel linking and association. 

3, Tube-Link: flexible and universal video segmentation framework.



Summary 
1, TransVOD: solve the video object detection problems.

2, Video K-Net: unify VPS subtasks via kernel linking and association. 

3, Tube-Link: flexible and universal video segmentation framework.

What are the Nexts?
Beyond pixel wised recognition:

+ Geometry (Depth Estimation)

+ Reasoning (Video Scene Graph)



What are the Nexts?

Beyond pixel-wised recognition:

+ Geometry (Depth Estimation)

+ Reasoning (Video Scene Graph)



Task Introduction

Depth-aware Video Panoptic Segmentation (DVPS) Task:

1). Taking raw videos as input.

2). Predicting instance-level temporal-consistent segmentation results.

3). Predicting depth results for every pixel.

4). A complex and holistic scene understanding task.



(1) monocular depth estimation

(2) video panoptic segmentation

STOA results on VPS datasets

Learning Visual Perception with Depth-aware Video Panoptic Segmentation CVPR-2021

Offline Tracking via Mask IoU matching 



PolyphonicFormer : Unified Query Learning for Depth-aware Video Panoptic Segmentation 

Haobo Yuan1*

1Wuhan University, 2Peking University, 3JD Explore Academy, 
4SenseTime Research, 5The University of Sydney.

Xiangtai Li2* Yibo Yang3 Guangliang Cheng4 Jing Zhang5 Yunhai Tong2 Lefei Zhang1 Dacheng Tao3



Previous Work on DVPS:
1). Complex.
2). Computationally heavy.
3). Ignore relationship between 
geometry and semantics.
4). Task competition.

Image 
Features

Dense Depth Head

Dense Seman�c Head

Center Predic�on Head

Center Regression Head

Next-Frame Center 
Regression Head

Post Processing

Depth Es�ma�on

Panop�c Segmenta�on

Image 
Features PolyphonicFormer

Thing Queries Stuff Queries

Depth Queries

Instance-level 
Depth Predic�ons

Instance-level 
Mask Predic�ons

PolyphonicFormer (Ours)
1). Simple Pipeline. ✅
2). Unified and Efficient (relatively). ✅
3). Jointly predicting geometry (depth) and 
semantics (panoptic segmentation). ✅
4). Mutual benefit. ✅

Our target is to build a UNIFIED framework, and JOINTLY predict semantics and geometry information for DVPS.

Motivation



Unified Query Modeling for 
both Depth and  Panoptic 
(Things and Stuff)

1, Backbone Feature Extractor

2, Panoptic Path  

3, Depth Path 

4,  Panoptic Path in next frame for 
tracking. 

Experiments show the joint modeling Depth Prediction and Panoptic Segmentation via Query Leads to better 
results for each other. 
We term our method PolyphonicFormer: Means different queries come from different sources (depth or 
panoptic) but both can benefit each other which is just like polyphony used in music field. 

Method



Method

3, Joint Depth and Panoptic Query 
Modeling 

Each thing and stuff query corresponds to on 
each depth query. (Doing Broadcasting)

4, Motivated by K-Net and Sparse-RCNN, 
we proposed to refined and update the 
above queries and query features via 
Dynamic Convolution. This process is 
refined iteratively. 

1, Two path results in different features for further process. 

MG: Mask Grouping -> Grouping Query Features
QU: Query Update -> Update Learned Query via MLP
QR: Query Reasoning -> Self Attention along the Query

This results in less computation cost and 
avoids noises from two different modalities 
(Depth and Semantics)

2, Initial Depth Query Weight is obtained from the 
dense depth prediction



Panop�c Segmenta�on

Depth Es�ma�on
Merge

Thing Mask Predic�ons

Stuff Mask Predic�ons

Stuff Depth Predic�ons

Thing Depth Predic�ons

Merge

Image

Panoptic Segmentation: (with query learning)

One Query -> One Thing / Stuff

Bipartite Matching for calculating training loss.

Depth Estimation: (with query learning)

One Query -> Depth Map of Corresponding Thing / Stuff

Cal Training Loss using Panoptic Bipartite Matching Results

Summary : Instance-level Depth Estimation Paradigm with 
Query Learning for implicitly leveraging semantic information.

Method



Results on Cityscapes-DVPS and SemKITTI-DVPS (DVPQ).
Our method achieves better results with about ¼ computational cost.

Results on Cityscapes-VPS. (VPQ)

Experiment Results

Our method also outperforms some other 
works on VPS (subtask of DVPS).



1). Unified framework is good for mutual benefit and robust to loss weight 
choices between sub-tasks rather than mutual competition.

2). Iteratively query modeling for updating 
instance-level information.

3). PolyphonicFormer is capable of tracking with 
different appearance-based tracking heads.

Experiment Results



Experiment Results



Instance-level Depth Estimation Paradigm for implicitly leveraging semantic information.

The neural network can better predict the depth map with 
the semantic information with query learning.

Experiment Results



Experiment Results

The output of the Depth-aware Video Panoptic Segmentation with PolyphonicFormer.



Winner of the ICCV-2021 SemanticKITTI DVPS Challenge

Experiment Results



What are the Nexts?

Beyond pixel-wised recognition:

+ Geometry (Depth Estimation)

+ Reasoning (Video Scene Graph)



PVSG-dataset

The PVSG task aims to 
abstract/parse all the 

information in a video, into a 
representation of dynamic 
scene graph, each node is 

grounded by temporal mask 
tube. 

Panoptic Video Scene Graph Generation-CVPR-2023



PVSG-dataset

Large-Scale (150K frames) Long Videos (avg. 77s)
Complex & Dynamic Scene / Multiple Viewpoints
Dense Annotation: Scene Graph, Caption, Conversational Instruction

Panoptic Video Scene Graph Generation-CVPR-2023



Panoptic Video Scene Graph Generation-CVPR-2023



Conclusion 
1, TransVOD:  End-to-End Video Object Detection with Spatial-Temporal Transformers. 
(Video Object Detection)

2, Video K-Net: A Simple, Strong, and Unified Baseline for Video Segmentation
(Video Panoptic Segmentation, online)

3, Tube-Link: A Flexible Cross Tube Baseline for Universal Video Segmentation
(Universal Video Segmentation, semi-online)

4, PolyphonicFormer: Unified Query Learning for Depth-aware Video Panoptic Segmentation
(Unified Transformer For Depth + Panoptic Segmentation )

5, Panoptic Video Scene Graph Generation
(A challenging video pixel-level segmentation and relation detection benchmark)

Video Perception

Video Perception
and Beyond



Open Sourced Codebases 

Video K-Net Tube-Link TransVOD PolyphonicFormer

We release all codebases of our video research works!! 



Future Work

1, Joint Learning with Multi-Modality

2, Generative Segmentation

3, Extremely Long Video Segmentation in Dynamic Scenes

4, Life-Long Learning for Segmentation

5, Video Segmentation in Open Vocabulary Setting



Thanks For Your Watching

Q&A
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